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— General Settings.

Saes
‘fariables.csv Select

[ Select Subjects (Conn Matrix)h ]

Brain regions files

File with Variables

[ Create Connectivity Matrix ]

Subjects

CorrMatrix_sample_02.mat D
CorrMatrix_sample_03.mat
CorrMatrix_sample_04.mat
CorriMatrix_sample_05.mat
CorrMatrix_sample_05.mat
CorrMatrix_sample_07.mat -

Subjectname in Filename

| CorrMatrix_sample_01.mat |

Start: End (remaining characters): III

Parallel Workers: IIl

Save interim results

— Network Construction

|

Threshold
’7(23 Significant @) Relative

() Absolute () SICE

— Network Calculations

) None

Calculate graph metrics

Weights
’7@' Mo Change () absolute weights

) negative weights to zero

Brain graph metrics

Network nodes / Brain areas

Precentral gyrus (Left)
Precentral gyrus (Right)
Superior frontal gyrus, dorsolate)
Superior frontal gyrus, dorsolate)

Superior frontal gyrus, orbital pa
Superior frontal gyrus, orbital pa
Middle frontal gyrus (Left)
Middle frontal gyrus (Right)

4 L 3

Network thresholds Bna : As.snrtat - LIND! -
Binary: Assortativity out-degree/in-degree correle—

- Binary: Assortativity in-degreef/out-degree correls

E| Binary: Assortativity out-degree/out-degree corre

|:| Generate

randomized subject data
(null mede! network)

Graph Var

Binary: Azsortativity in-degreefin-degree correlati
Binary: Betweenness centrality - UNDV/DIR

Binary: Clustering coefficient global - UND

Binary: Clustering coefficient global - DIR

Binary: Clustering coefficient local - UND

Dimame Phunbarinn cnoffininnt nanl [0

] n *

|:| Normalize graph metric with random netwaorks

[ Use random network to calc smallworldness

Calculate variables and export l

— Statistics

— Raw Matrix (link wise)
|:| Raws matrix

Connectivity Thr.

-

rto z

Generate

") negative weights to zero

@ Mo Change () abselute weights

@ correlation (7) partial correlation (7 group comparison

Wariables to correlate with

age N
=X

research_site

[n]

eating_contest_chilli
beer_pong_score
fantasy_score

[ Test against shuffled data MNumber of repetitions

|:| Test against random networks (graph metrics)

Test against random networks (raw matrix)

l Switch Workspace

" Open Previous Results ]l Load interim results I

Statistics with already calculated values

Calculate & Statistics

CheckFrag — check network fragmentation



CheckFrag: will check if network fragmentation (i.e. disconnected nodes) with respect to
the settings in your network construction occur (saved as csv files in your result folder).
This may give you a better idea of what you are looking at.

... this may be especially usefull in sliding window analyses
(if you want to make sure that all nodes are always part of the network)

... this may also be usefull in finding ,,strange” subjects (e.g. bad data)

] CheckFrag Summary Log
1
1 |Thresholds  Overall sample status Fragmented networks in subject
2 0.1500 Frag 5ub109,5ub111,5ub115,5b118,5ub117, 518121 5Ub122,5Ub128,5Ub140 5UB155,5Ub161,5Ub168,5Ub175,5Ub176,5ub178,5Ub223,5Ub224,5Ub225, SUB226,5Ub230,5ub241,SUB257,5UD26E,5Ub292, SUB2S7,5UD3
|
| E] 0.1600 Frag sub108,5ub111,5ub115,5ub116,5ub117, 50121 5UB122,5Ub128,5ub7140 5UB161,5Ub168,5Ub176,5Ub178,5Ub223,5Ub224 SUBE25,5Ub226,5Ub230, SUB241,5Ub257,5Ub292, 5Ub2S7,5Ub302, Sub30S, SUb312,5ub3
4 0.1700 Frag sub109,5ub111,5ub115,5ub118,5u0117, 50121, 5Ub128,5Ub140,5ub161,5Ub168,5Ub176,5Ub178,5Ub223,5Ub224,5Ub230,5Ub241,5Ub257,5Ub292,5Ub302,5UB305,5Ub312,5Ub319,5UD330,5Ub 336, 5UB347,5UD3,
5 0.1800 Frag 5ub109,5ub111,5ub115,5ub118,5ub117, #1121, 5Ub128,5Ub140,5ub161 5UB168,5Ub176,5ub178,5Ub224,5Ub230,5ub241,5Ub257,5Ub292, 5ub302,5Ub305,5Ub312,5ub330,5Ub336,5UD347,5Ub348, 5UB352,5Ub3
6 0.1900 Frag sub108,5ub111,5ub118,5ub117,5ub121 Jub128 sUb140,5Ub168,5Ub176 SUB178,5Ub224,5Ub230 SUB241,5Ub282, 5Ub302,SUB312, 5Ub330,5Ub335,5UB347,5Ub348, 5UD352, 5UB3EY, 5UDITS, SUD39B, SUB410, UL,
7 0.2000 Frag sub109,5ub111,5ub116,5ub117,5ub121fub128 5Ub140,5Ub168,5ub176,5UD178,5Ub224,5Ub241 SUD302,5Ub312,5Ub330 SUD3I6,5Ub347,5Ub348,5UD352, 5UB3IES,5UDITS, SUD3FE,SUD410,5UD42S, SUB43S,SUD4
8 02100 Frag sub109,sub111,5ub118,5ub117,5ub12 Jfsub128 sub140,5ub176,5ub178 5Ub224,5Ub241,5ub302 5Ub330,5ub338,5ub347, 5UB348,5ub352, 5ub3BY,5UB37Y,5Ub338, 5ub410,5ub470,5UbS18,5ubS78, SUBSIS, SUDS|
9 02200 Frag sub108,5ub111,5ub118,5ub117,5ub12ff Sub128,5Ub140,5Ub176,5ub178,5UB224,5Ub241,5ub302,5Ub330,5Ub336, 5Ub347, SUB34B,3Ub352, 5Ub378, SUB3FE, 3uB410, 5ub470,5UBS16,5UDSTS, SUBSSS, SUBSDS, SUDS|
10 0.2300 Frag sub109,5ub111,5ub117 5ub128,5ub 148, sUb176,5UD178,5Ub224,5Ub241 5Ub302,5Ub330,5UbI36,5UDI4T,SUD348,5UbITS,SUD3IFG,SUD410,5Ub470, SUBS16,5UBSTS, SUDSSS, SUDSOG, SUDSET
11 02400 Frag sub109,5ub111,5ub117 5ub128,5ub140,5ub178 5Ub224,5Ub241,5ub302,5UB347,5Ub379,5ub470,5UBS16,5UbSTS, SUbSIS, SUDSDS, SUBSET
12 02500 Frag sub108,5ub111,5ub117 5ub128,5ub 0, 5Ub178 SUB224,5Ub241,5Ub302 5UB347,5UB378,5UbS 18 SUBSTS,SUBSDS, SUDIET
13 0.2600 Frag sub109,5ub111,5ub128 5Ub224,5ub1,5Ub302 SUD347,5Ub379,5UbS 16 SUDSTE,5UBS0S,SUDSET
14 0.2700 Frag sub111,5ub128,5ub224 sub241,5ublf47,5ub379,5UBS16,5UbS08
15 0.2800 Frag 5ub128,5Ub224,8Ub241 5Ub347 ,5U
16 0.2900 Frag Sub128,5Ub224,5Ub241,5Ub347 5
17 0.3000 Frag 5Ub128,5Ub241,5Ub379,5UbS 18,5 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 28 | 3100k CIH T A M Tl Subjects Thresholds Networ... Windo... Windo... Windo.. Windo.. Windo.. Windo.. Windo.. Windo.. Windo.. Windo.. Windo...
19 0.3200 Frag Sub128,5Ub241,5Ub516,SUbS0S cample 01 04500 Fra
20 0.3300 Frag 5Ub128,5Ub241,5UbS16 Lo : i
21 0.3400 Frag Sub128,3Ub241,3UbS16 sample_12 0.4500 Frag
2 0.3500 Frag 5ub128,5Ub241,5Ub516 =ample_03 0.4500 OK
23 0.3500 Frag 5Ub128,5ub241,5ub516 sample_04 04500 Frag
24 0.3700 Frag 5ub128,5Ub241,5ub5 18 sample_05 0.4500 Frag
25 0.3800 Frag 5ub128,5Ub241,5Ub516
—— o 'sample_06 0.4500 Frag
26 0.3900 Frag sub128,5ub241
27 10,4000 Frag sub128 sub241 sample_07 0.4500 Frag
28 0.4100 Frag sub128 sub241 sample_03 0.4500 Frag
29 0.4200 Frag sub128,5ub241 sample_03 0.4500 Frag
30 0.4300 Frag sub128,sub241 sample_10 0.4500 Frag
31 0.4400 Frag sub128 sub241
— o '=ample_01 0.4600 Frag
32 0.4500 Frag sub128,sub241
3 0,480 Frag sub128 sub241 =ample_02 0.4800 Frag
34 0.4700 Frag sub128,sub241 'sample_03 0.4600 OK
35 0.4600 Frag sub128 '=ample_04 0.4500 Frag
36 0.4900 Frag sub128 sample_05 0.4800 Frag
37 0.5000 Frag
e o '=ample_06 0.4600 Frag
o 'sample_07 0.4600 Frag
'=ample_08 0.4600 Frag

'=ample_09 0.4600 Frag

'=ample_10 0.4600 OK
'sample_01 0.4700 Frag
'=ample_02 0.4700 Frag
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Added the directed BCT functions



Network Community Toolbox

http://commdetect.weebly.com/

/\

time-dependent network flexibility time-dependent nodal promiscuity

Added two new measures from ,Network Community Toolbox“



Institution: Medizinische Biblicthek des Universitaetsklinikums Charite

Proceedings of the National Academy of Sciences of the United States of America

Dynamic reconfiguration of frontal brain networks during
executive cognition in humans

1 1 b1 b b
urs Eirauna' , Ael Schéfera' , Henrik Walter * , Susanne Erk , Nina Romanczuk-Seiferth |, Leila Haddada,

b 1
Janina |. Schweigera, Oliver Grimma, Andreas Heinz , Heike Tosla, Andreas IVIeyer—Lindenberga' , and

cdi2
Danielle S. Bassett " " '~

e n WARAR. Wy PG N time-dependent network flexibility:

| ANl LAV AR Aol JA the time-dependent flexibility of a region is defined as the probability
that a brain region changed its allegiance to putative functional
modules between any two consecutive time windows. Intuitively,
flexibility can be thought of as a statistic to quantify the amount of
reconfiguration in functional connectivity patterns that a brain region
displays over time (Braun et al., 2015).

GraphVar uses the generalized Louvain algorithm - so please cite:

Inderjit S. Jutla, Lucas G. S. Jeub, and Peter J. Mucha,
"A generalized Louvain method for community detection implemented
in MATLAB," http://netwiki.amath.unc.edu/GenLouvain (2011-2014).

014
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flexibili
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¥
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§
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windows Mucha PJ, Richardson T, Macon K, Porter MA, Onnela JP (2010) Community

structure in time-dependent, multiscale, and multiplex networks. Science
328(5980):876—-878.

I: ,,dynamic” nodal flexibility as in Braun et al. 2015



Network Community Toolbox

0148

2

0135,

flexibili

[}

Il: ,,dynamic”

s

time-dependent nodal promiscuity:
This function calculates the promiscuity coefficient.

The promiscuity of a temporal or multislice network corresponds to
the fraction of all the communities in the network in which a node
participates at least once.

GraphVar uses the generalized Louvain algorithm - so please cite:

Inderjit S. Jutla, Lucas G. S. Jeub, and Peter J. Mucha,

"A generalized Louvain method for community detection implemented
in MATLAB," http://netwiki.amath.unc.edu/GenLouvain (2011-2014).

Mucha PJ, Richardson T, Macon K, Porter MA, Onnela JP (2010) Community

structure in time-dependent, multiscale, and multiplex networks. Science
328(5980):876—-878.

nodal promiscuity” dS http://commdetect.weebly.com/



http://commdetect.weebly.com/

/\

time-dependent network flexibility time-dependent nodal promiscuity

if normalization with random network is performed NaN’s may result
as these measures can produce zeros as results

(e.g. promiscuity P = 0 if it only participates in one community and P=1 if
it participates in every community of the network)

... thus check your results in the interim results folder:

multislice_community_assignment_slicesXnodes.mat
multislice_community_assignment_slicesXnodes-rand.mat

Added two new measures from ,Network Community Toolbox“



Small-World-Propensity: unbiased assessment of small-world structure in networks of varying densities -
developed by Muldoon, Bridgeford and Bassett

.’.‘*'% Cornell University
ﬂ; Library

arXiv.org > g-bio > arXiv:1505.02194

Quantitative Biology > Neurons and Cognition

Small-World Propensity in Weighted, Real-World Networks

Sarah Feldt Muldoon, Eric W. Bridgeford, Danielle 5. Basseft
(Submilted on & May 2015) Quantitative descriptions of network structure in big data can provide fundamental insights into
the function of interconnected complex systems. Small-world structure, commonly diagnosed by high
local clustering yet short average path length between any two nodes, directly enables information
flow in coupled systems, a key function that can differ across conditions or between groups. However,
current, techniques to quantify small-world structure are dependent on nuisance variables such as
density and agnostic to critical variables such as the strengths of connections between nodes, thereby
hampering accurate and comparable assessments of small-world strueture in different networks.
Here, we address both limitations with a novel metric called the Small-World Propensity (SWP).
In its binary instantiation, the SWP provides an unbiased assessment of small-world structure
in networks of varying densities. We extend this concept to the case of weighted networks by
developing (i) a standardized procedure for generating weighted small-world networks, (ii) a weighted
extension of the SWP, and (iii} a stringent and generalizable method for mapping real-world data
onto the theoretical model. In applying these techniques to real world brain networks, we uncover
the surprising fact that the canonical example of a biological small-world network, the C. elegans
neuronal network, has strikingly low SWP in comparison to other examined brain networks. These
metrics, models, and maps form a coherent toolbox for the assessment of architectural properties in
real-world networks and their statistical comparison across conditions.

http://arxiv.org/pdf/1505.02194v1.pdf

Requires the Bioinformatics Toolbox

Added also Small-World-Propensity



This Article | Info for Authors | Subscribe | About \ .

Proceadings of the National Academy of Sciences of the United States of America

Proc Natl Acad Scill 5 A 2009 Jul 14; 106(28): 11747-11752. PMCID: PMC2703669
Publizhed online 2009 Jun 29. doir 10.1073/pnas. 0903641105
Neuroscience

Cognitive fitness of cost-efficient brain functional networks

Danielle S. Bassett, !¢ Edward T. Bullmore, 29" Andreas Meyer-Lindenberg,® José A Apud,? Daniel R. Weinberger
and Richard Cnggculaf
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Added also Cost-Efficieny as in Bassett et al., 2009



GraphVar saves more output files when doing sliding window analyses

(not only the dynamic summary measure as before) and will also save all results when only

"calculate and Export" for further usage.

Files in your interim results folder are (depending on the computations —
here with clustering_coefficient as example):

- clustering_coef_bu_4.9_1.mat: dynamic summary measure (e.g. variance) of clustering_coef_bu across
windows for each node on threshold 0.49 for all subjects
- clustering_coef_bu_4.9_1per_SW.mat: the (normalized) clustering_coef_bu for each node in each of
the sliding windows on threshold 0.49 for all subjects
- clustering_coef_bu_4.9_1-rand1.mat: dynamic summary measure (e.g. variance) of clustering_coef_bu
across windows for each node in the

first random network on threshold 0.49 for all subjects
- clustering_coef_bu_4.9_1-rand_per_SW.mat: the clustering_coef_bu for each node in each random
network in each of the sliding windows on threshold 0.49 for

all subjects (i.e., cell comprised of: subjects x random networks x sliding windows)

E-j clustering_coef_bu 46 1

E-j clustering_coef_bu 4.6 1per SW

E-j clustering_coef_bu 4.6 1-rand_per SW
E-j clustering_coef_bu 4.6 1-randl

E_E-j clustering_coef_bu 4.6 1-rand2

E_E-j clustering_coef_bu 4.7 1

E_E-j clustering_coef_bu 4.7 1per SW

E;j clustering_coef_bu_4.7_1-rand_per_SW
E;j clustering_ceoef_bu_4.7_1-randl

E;j clustering_coef_bu_4.7_1-rand2

E;j clustering_coef_bu 4.8 1

E":j clustering_coef_bu_4.8_1per SW

E-j clustering_coef_bu 4.8 1-rand_per SW

More output for further usage



